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Online Supplement

This supplement provides a detailed account of the computational model used in the above

article, and the process for its personalisation to clinical data.

1 Computational Model

We developed a weakly coupled [ | ] model of cardiac electromechanics, combining four main

components:

e a monodomain model of electrophysiology, using the ten Tusscher cell model [7]
e a hyperelastic representation of mechanics, using the Guccione constitutive law [3]
e a phenomenological model of active contraction, based on that by Kerckhoffs ef al. [4]

o a three element Windkessel model of afterload in ejection

1.1 Electrophysiology Model

We used a specialised electrophysiology finite element software, the Cardiac Arrhythmia Re-
search Package (CARP) [5], for the simulation of cardiac electrophysiology. CARP is a mature
and highly optimised software for bidomain and monodomain simulation of cardiac electro-
physiology, developed at the Medical University of Graz (Graz, Austria) and the University of
Bordeaux (Bordeaux, France).

Cardiac electrophysiology was modelled in CARP using the monodomain equation
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where y is the cell membrane surface to volume ratio, C,, is the capacitance of the cell mem-
brane per unit area, V is the transmembrane potential, /iy, is the ionic current, and o is the
tissue conductivity tensor.

The transmembrane ionic current /;,, was modelled with the ten Tusscher cardiac cell model
[2]. This was used as although it is not the simplest available, is a sufficiently detailed human
model that is computationally tractable on an organ scale when using an efficient simulation
package and high performance computing (HPC) resource [6]. A tetrahedral mesh represent-
ing the anatomy of the myocardium was required, with a spatial resolution of 250 um. This
resolution represented a compromise between tractable mesh size and solution accuracy [7, §].
Tissue conductivity was defined in the model as homogeneous across the ventricles and trans-

versely isotropic with respect to the myofibre orientations.

1.1.1 Initial Conditions

To account for the frequency dependence of the cell model, we paced an individual cell to a
limit cycle at 1 Hz for 500 beats. The isolated cell limit cycle was used as an approximation
for the limit cycle in tissue. The limit cycle reached by this cell model was used as the initial
state of the cell models in the whole heart simulation.

Stimuli were defined as 1 mm? cubes in the myocardium, representing both the intrinsic
stimuli in the right ventricle (RV) and septum for left bundle branch block (LBBB) sinus
rhythm and the pacing leads in cardiac resynchronisation therapy (CRT). Within the defined
volumes, a stimulus current of 100 uA cm™ is added to the monodomain equations, initiating

depolarisation of the cell model.

1.1.2 Simulation Setup and Execution

Simulations were initially run using CARP on ARCHER (http://www.archer.ac.uk/), the United
Kingdom national HPC resource, using 288 cores for 2.5 — 4 hours. Activation times, as de-
termined by the time of maximum gradient of the the transmembrane potential, were exported

by the simulation software.

1.2 Mechanics Model

The model of cardiac mechanics incorporated a hyperelastic representation of passive tissue

behaviour using the Guccione constitutive law [3], a phenomenological model of active ten-
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sion generation based on the model by Kerckhoffs ef al. [4] and a three element Windkessel
model to represent the afterload boundary conditions.

Under this quasi-static approximation, the equations of motion to be solved are
V.o+f=0 2)

where o is the Cauchy stress tensor, and f is the body force per unit volume. It is convenient

to substitute in the second Piola-Kirchhoft stress tensor S, which is related to o by

o =J'FSFT (3)

where F = g—; is the deformation gradient tensor and J = detF is the Jacobean determi-
nant. In the definition of F, the reference configuration X is the configuration in which the
body is stress free, often referred to as the unloaded configuration, and x is the deformed, or
loaded, configuration of the body. The symbols X and x here represent the state vectors of the
described configurations [9]. S may then be calculated as the sum of a passive component,

determined by a strain energy function W(E), and an active component S, by
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where C = F'F is the right Cauchy-Green deformation tensor, E = %(C — I) is the Green-
Lagrange strain tensor and P is the hydrostatic pressure [9].

Simulations were implemented using Continuum Mechanics, Image analysis, Signal pro-
cessing and System Identification (CMISS) (http://www.cmiss.org/), developed at the Univer-
sity of Auckland (Auckland, New Zealand). CMISS is a mature, parallelised code, and was
already capable of solving large deformation cardiac mechanics with the Guccione model.

Cardiac mechanics were solved using tricubic Hermite basis functions to describe the ge-
ometry and displacements of the myocardium. Cubic Hermite elements provide a succinct,
C! continuous description of the cardiac anatomy. In addition, when the incompressibility
constraint is added to the model, an additional hydrostatic pressure field must be introduced to
the constitutive equations. The interpolation scheme must be of a lower order than that of the
geometry, so a cubic basis permits use of a linear basis for the hydrostatic pressure variable,

and thus continuous stresses across element boundaries [10].


http://www.cmiss.org/

1.2.1 Passive Tissue Model

To model the passive behaviour of the myocardium, we used a modified Guccione constitu-
tive law [1 1], which considers muscle tissue to be hyperelastic and anisotropic with principal

components aligned with the myofibre structure. The strain energy W is given by
W=ci(e2-1) (52)

where
Q = GEg + G5 (E2 + Ep, + 2E3,) + 2C4 (Y, + Ex) (5b)

Eg, Eg and E,, are the components of the Green-Lagrange strain tensor E in the fibre, sheet
and sheet normal directions, respectively, and E,, E¢ and E,¢ are the corresponding shear

strains. C; (i € {1,2, 3,4}) are the model parameters.

1.2.2 Active Tension

We used a phenomenological model of active tension, originally developed by Kerckhofts et
al. [4], and modified to reduce the number of parameters while maintaining relevance to ten-
sion generation and systolic function [12]. The active tension in the direction of the myocardial
fibres T, was given by

tc tmax - tc .
Top tanh? (t_) tanh? (t—) if 0 < t, < tax
d

r

(62)

a

0 otherwise.

where 7, is the time after the onset of contraction, ¢ is the nonlinear length dependent function

¢ = tanh(ae(d — az)) (6b)

in which A is the stretch ratio in the fibre direction, and #,, which regulates the rise time of the

tension transient, is given by
t, = to +as(1 - ) (6¢)

There are 7 parameters in this model; the peak isometric tension 7, the duration of tension
generation f,,x, the baseline upstroke time constant ¢y, the downstroke time constant #,, the
length dependence of the upstroke time constant a4, the degree of length dependence ag, and

the relative sarcomere length where no active tension is generated a;.



The time of mechanical contraction was determined by mapping local activation times from
the model of cardiac electrophysiology to the mechanics mesh, plus a fixed electromechanical
delay, which is the delay from the depolarisation of the myocyte cell membrane to the start
of tension generation in the myofibres. The local time relative to the onset of mechanical

contraction 7. was therefore calculated by

te=1t—(t, + tdelay) (7

where 1, is the local activation time, #414y 18 the electromechanical delay, and ¢ is the current
time in the simulation relative to the onset of ventricular depolarisation. Local activation
times ¢, were mapped from the nodes of the tetrahedral mesh used for electrophysiology to the
Gaussian quadrature points of the cubic Hermite mesh using a nearest neighbour approach.
Active tension was included in the large deformation mechanics equations by adding it into

the second Piola-Kirchhoff stress tensor as shown above in Eq. 4.

1.2.3 Boundary Conditions

Isovolumetric constraints were imposed on the ventricular cavities during the isovolumetric
contraction (IVC) and isovolumetric relaxation (IVR) phases. In ejection, the three element
Windkessel model was used to regulate outflow in a physiological way. This model is de-

scribed by the ordinary differential equation (ODE)

dU P 1dP (1 1)U ®

dr ~ZRC " Zdr \zCc " RC
where U is the flow rate of blood out of the ventricle, P is the ventricular pressure, Z is the
aortic resistance, and R and C are the resistance and compliance of the peripheral arterial
circulation respectively. As we were primarily interested in systolic function in this study, we
adopted a simplified and fast model of diastole to allow us to complete the full heart cycle.
The ventricular pressure is set with a prescribed functional form.

In addition to the above ventricular cavity boundary conditions, we restrict the motion of
the nodes at the base of the computational mesh. With the mesh aligned such that the base
lies in the xy plane, motion of the base in the z direction is prevented by constraining both the
nodal displacements and out of plane derivatives of the displacement field. This represents the
effect of the stiff valve plane on cardiac mechanics and significantly improves the numerical

stability of the model. Two nodes are also restricted in their motion within the plane, to prevent



arbitrary rigid body motion and rotation, without imposing artificial constraints on the solved

state.

1.2.4 Solution Procedure

Simulations of cardiac mechanics with CMISS were executed on the HPC resource at the
Department of Biomedical Engineering at King’s College London, using 4 cores for 14 — 20

hours.

2 Personalisation Workflow

The personalisation of our model of cardiac electromechanics involved many steps, but can
generally be broken down into three major sections; generation of a personalised cardiac
geometry, personalisation of electrophysiology model inputs and parameters, and fitting of
mechanics model inputs and parameters. A breakdown of the whole workflow can be seen

visually in Fig. 1.

2.1 Geometry Personalisation

Our model of cardiac electromechanics, as introduced in Section 1, used the finite element
method to solve the equations describing cardiac electrophysiology and mechanical contrac-
tion. The first part of our personalisation workflow was therefore the generation of a computa-
tional mesh which is anatomically accurate and patient specific. As described in this section,
this was derived from the patient’s anatomical magnetic resonance imaging (MRI), which

provides a detailed description of the ventricular anatomy.

2.1.1 MRI Segmentation

The anatomical MRI was segmented, producing a binary image stack of the ventricles. Seg-
mentation was performed either using itk-SNAP [13], an open source application for manual
or semi-automatic segmentation of 3D medical images, or later in the project was performed
using a fully automatic segmentation software developed by our collaborators at University
College London [14]. As can be seen in Fig. 2, the automated tool segmented out many other
regions of the heart, but a simple postprocessing step allowed a binary image of the myocardial

volume to be generated.
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Figure 2: Automated segmentation of cardiac MRI [14]. Predefined anatomical regions were
assigned different tags (a), resulting in a detailed structural model of the heart (b).

2.1.2 Mechanics Mesh Generation

The next step in the geometry personalisation process was the generation of a finite element
mesh. In our workflow, we used a cubic Hermite mesh for the simulation of cardiac mechanics.
Meshes were generated using the automated cubic Hermite fitting application developed by
Lamata et al. [15, 16].

Briefly, a template mesh with a regular ellipsoidal shape was aligned with the segmentation
of the myocardium. This template was then warped to match the segmentation, as illustrated
in Fig. 3.

This was achieved by creating a binary image stack of the domain of the mesh, then calcu-
lating a warping field between the rasterised mesh volume and the binary segmentation using
the Sheffield Image Registration Toolkit (ShIRT) [17]. This warping field was then assim-
ilated back on to the template mesh using a variational technique described in [15]. This
process was repeated several times in an iterative approach, successively improving the match
between mesh and segmentation. Once this personalisation process was complete, a final post-
processing step cropped the mesh to ensure a flat base plane, facilitating the later imposition

of boundary conditions in simulations.

2.1.3 Electrophysiology Mesh Generation

Relatively coarse, high order meshes created by the method described in Section 2.1.2 are

suitable for the simulation of large deformation mechanics, where stress and strain fields are
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Figure 3: Customisation of a template mesh to the binary segmentation. An ellipsoidal tem-
plate mesh (a) was aligned with the segmentation (b), then warped to match its
geometry using the technique described in [ 15, 16] (c). The fitted mesh is shown in
panel (d).

generally smoothly varying, but simulation of cardiac electrophysiology requires a mesh with
a much finer spatial resolution. Close to the wavefront of electrical activation, there are sharp
spatiotemporal gradients in the transmembrane potential which must be resolved. Previous
studies have shown that sub-millimetre spatial resolution is required to achieve convergence
in the simulation result when using the monodomain equations [&, 18]. For this reason, we
generated a separate, high resolution mesh tailored for simulation of cardiac electrophysiol-
ogy.

Meshes were generated by first rendering the fitted cubic Hermite mesh as a binary image
volume with a resolution of 200 um. The meshing package Tarantula (http://www.meshing.at/)
used this binary image volume to create a high resolution (mean 250 um edge length) tetra-
hedral mesh of the ventricles. As Tarantula also meshed the ventricle cavities and the region

surrounding the heart, we finally postprocessed the output mesh to remove non-myocardium
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elements, leaving a high quality tetrahedral mesh of the ventricles.

2.1.4 Fibre Mapping

Imaging of myofibre orientations in vivo was not available in our patient cohort. To approxi-
mate the heterogeneous fibre distribution that has been observed across the myocardium, we
introduced rule based fibre field orientations based on human [19] and canine [20-22] mea-
surements. Setting up fibre directions in the model was therefore not in the true sense a
personalisation step, but the fibre orientation was dependent on the patient geometry and so a
personalised rule based fibre field had to be generated for each patient.

In the mechanics mesh, fibre orientations were defined by angles relative to the local &
coordinates of the finite element mesh, corrected to ensure orthonormality. The angles used
are given below in Tab. 1. These angles were interpolated across the elements of the mesh
with linear basis functions. Interpolating angles relative to local & coordinates rather than
using Cartesian vectors has the advantage that their orientation can also be easily evaluated in

deformed configurations.

Table 1: Generic fibre angles from human and canine data [19-22] used in the model. The
fibre direction was defined at the following angles to the anticlockwise circumfer-
ential direction (£), when viewed from the basal direction. Positive angles indicate
fibre directions towards the base.

Angle (degrees)
Endo Mid Epi

LV free wall base 60 0 -60
LV free wall apex 83 24 -35

Region

LV septum base 60 - -
LV septum apex 83 - -
RV free wall base 60 - —60
RV free wall apex 60 - =35
RV septum base -60 - -
RV septum apex —-60 - -

On the electrophysiology mesh, fibre orientations were mapped from the mechanics mesh.
To determine the fibre direction for each element, its centroid was evaluated and the corre-
sponding element and local € coordinate in the mechanics mesh calculated. The fibre angles

were then interpolated at that point and the corresponding Cartesian vector evaluated.

10



2.2 Electrophysiology Personalisation

We personalised and solved our model of cardiac electrophysiology independently of mechan-
ics. This therefore forms the second major part of our personalisation workflow. Before the
inputs and parameters of the model were personalised, the clinical data to be used for this

process was processed into a more directly useful format.

2.2.1 X-Ray — MR Image Fusion

We used X-ray images from angiography to determine the positions of pacing and non-contact
mapping (NCM) study catheters. The specialised X-ray — MRI (XMR) setup used in these
clinical cases allowed catheter locations to be transformed into the MRI scanner coordinate
space, and thus with our computational meshes.

This registration work was done previously by our colleagues in the Biomedical Engineer-
ing department at KCL [23-25]. Provided with catheter positions from the X-ray images, and
the appropriate transformation matrices to MRI scanner coordinates, the pacing catheters and
NCM potential maps can be visualised along with our computational mesh, as illustrated in
Fig. 4.

2.2.2 Non-Contact Mapping Processing

The EnSite NCM system (St. Jude Medical, St. Paul, MN, USA) provided the functionality
of exporting virtual endocardial potential traces and endocardial geometry, but not maps of
depolarisation time. However, due to previously completed work on this data set [260], we
were able to calculate these activation time maps from the potential traces.

The virtual potential traces were processed using one of two algorithms. The first calculated
the activation time for each virtual potential trace in isolation by finding the time of the max-
imum positive gradient of the signal. This was known as the unipolar method. The second
algorithm, known as the Laplacian method, constructed a discrete Laplacian operator using
the NCM geometry and applied it to the virtual potential signals. The time of the maximum
Laplacian of the signal was taken as the activation time. Fig. 5 illustrates the outcome of this
processing.

Where the Laplacian algorithm produced reasonable results, with an activation pattern con-
sistent with a visual inspection of the potential maps over time, they were used in the remainder

of the workflow. Otherwise, the unipolar algorithm was used, which generally produced less

11
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Figure 4: Registration of catheter locations and virtual endocardial surface from NCM with a
personalised finite element mesh (red, anterior wall removed). Such a registration
allowed the integration of real pacing sites and endocardial potential information
into the model. Colours shown on the NCM geometry represent the virtual unipolar
potential, tuned to highlight the propagating depolarisation wavefront from left to
right.

spatially smooth results but was more robust in matching the observed activation pattern.

2.2.3 Stimuli

Electrical stimuli were added to the model for both intrinsic and paced activation sites, and
were defined as small (1 mm?) cubes embedded in the appropriate side of the ventricle wall.
The location and relative timing of these stimuli were determined as detailed below. Stimulus
times were determined relative to sinoatrial (SA) activation as a reference point, although as

we did not model the atria only the relative timing of the stimuli was included in the simulation.

Intrinsic Activation

For intrinsic activation, we did not explicitly model the Purkinje network, but instead defined

activation sites at locations in the RV free wall and septum believed to capture its effect.

12



Figure 5:

Example NCM reconstruction surface with
(a) sample potential maps at successive time
points (red indicating depolarisation) and (b)
the corresponding processed activation time
map, using the Laplacian algorithm (colour
spectrum with orange indicating early acti-
vation and blue late activation).

Patient specific information describing the location of the earliest site of activation in the
RV was not available, so the intrinsic RV free wall activation site was estimated from an
electrophysiological study of isolated human hearts in the literature [27]. In our model the time
of stimulation of this point was chosen to correspond to the beginning of the QRS complex
on electrocardiogram (ECG), which indicates ventricular depolarisation. In the septum, we
added a stimulus at the earliest location and time of depolarisation, as seen on NCM at sinus

rhythm.

Pacing Leads

The locations of pacing leads from XMR image fusion were used to choose appropriate stim-
ulus sites in the model. During standard biventricular pacing, the coronary sinus (CS) and
right ventricle apex (RVA) leads were paced 100 ms after SA node pacing by the high right
atrium (HRA) lead. The relative timing of the ventricular pacing leads with the HRA lead

allowed synchronisation of the paced and intrinsic stimuli.

13



An example of personalised intrinsic and paced stimulus locations is shown in Fig. 6.

RV Intrinsic

from Literature

SLV CS

¢ Coronary Sinus

RVA

Right Ventricle ©
Apex o

Figure 6: Stimulus volumes were defined as small (1 mm?®) cubes (blue) embedded in the
myocardium (red). The septum and RV intrinsic activation sites were derived from
NCM and literature respectively, while the LV and RV pacing locations were placed
based on X-ray derived catheter locations (yellow).

2.2.4 Conduction Block

None of the patients in this modelling study exhibited scar on MRI, so this did not need to be
incorporated into the model. However, in some cases NCM revealed a long, narrow region on
the anterior wall of the LV through which the activation wave did not propagate. Instead, the
activation wave had to take the slower path around this block region.

These regions appeared to be consistent between the various activation modes for which
data was available. In order to characterise this behaviour in our model, we defined thin
transmural regions of very low tissue conductivity. An example of such a block region is

shown in Fig. 7.

2.2.5 Tissue Conductivity

In order to personalise the model of cardiac electrophysiology to each patient, we fitted the
tissue conductivity to the available electrophysiological data. Activation maps did not show

continuous progression of the activation wave, however noise in the signal attributable to

14



Figure 7:
An example of a low conduction region
to replicate electrical block observed on
NCM. All elements inside the blue slab
were assigned a very low conductivity.

catheter motion artefacts and dilated LV size meant that we did not have sufficient confidence
in the measurements to fit a regional conduction value.

To mitigate the impact of signal noise a single conductivity value was fitted across the
myocardium. We modelled the tissue conductivity as transversely isotopic with respect to
the myofibre orientations. We assumed a fixed ratio of fibre to cross fibre conductivity based
on previous measurements in [28], as fitting both conductivities led to an under constrained
optimisation problem.

The QRS duration (QRSd) was measured manually from the ECG recorded by the NCM
system, using the calliper feature in the software interface. The start of the calliper was placed
at the local minimum immediately before the QRS complex, or immediately before the be-
ginning of the principal upstroke if no minimum was identified. The end of the calliper was
placed by the same criteria immediately following the QRS complex, and the time duration
calculated by the NCM system was recorded. QRS durations were measured for three repre-
sentative beats of each activation mode, and the average was used for fitting.

The fixed ratio conductivities were then fitted by a simple algorithm based on successive

linear interpolation:
1. Two initial simulations were run with longitudinal conductivities of 0.3 and 0.5S m™!,

encompassing a reasonable physiological range.

2. The total activation time of the ventricles was calculated from these simulations with an

automatic postprocessing step, and compared with the target value (the QRS duration).

15



3. A new trial value of the conductivity was estimated by interpolation between the two
simulations bounding the target total activation time, or extrapolation from the closest

two if the target was not bounded.

4. This trial value was then simulated and the corresponding total activation time calcu-
lated.

5. Steps 3 and 4 were repeated until the estimated trial value was equal to the previous one

to three significant figures.

2.2.6 Validation

Simulated activation time maps for the LV endocardium were compared qualitatively with
the activation time maps from NCM. We simulated the four pacing modalities mentioned in
Section 2.2.3, using the conductivities fitted at sinus rhythm. We also checked for agreement

between the simulated and measured total and total LV endocardial activation times.

2.3 Mechanics Personalisation

Cardiac mechanics, including tissue passive stiffness, Windkessel model boundary conditions
and active contraction model parameters, were fitted to available clinical data. However, some
of this data was not directly usable in the model fitting process so first had to be processed into

a more directly usable format.

2.3.1 Ventricular Volume

Volume transients were derived from a segmentation of the preclinical 3D echocardiogram
(ECHO). This was done by experienced clinicians using the TomTec analysis software (TomTec
Imaging Systems, Unterschleissheim, Germany), which allowed for rapid semi-automatic
tracking of the LV endocardium across the whole heart cycle. The TomTec software pro-
vided useful clinical metrics such as ejection fraction, but importantly also provided a trace of

the ventricle volume over time.

2.3.2 Ventricular Pressure

Ventricular pressure was recorded during sinus rhythm and each pacing protocol, with sev-

eral recordings made for each mode of activation. The PhysioMon software (Radi Medical

16



Systems, Uppsala, Sweden) saves this data in an easily parsable format.

Each pressure recording was first split up into separate pressure beats, using markers de-
termined by PhysioMon and exported along with the pressure data. Any ectopic beats, char-
acterised by early/delayed onset of systole or by abnormally high or low peak pressure, were
discarded, along with the the preceding and following beats. The remaining beats were re-
sampled and averaged for each recording, providing a smoothed, representative beat for that

activation mode.

2.3.3 Pressure — Volume Synchronisation

Pressure data was first synchronised with ECG by use of data recorded in the NCM study.
From a manual inspection of the 3D ECHO data from which the volume traces were calcu-
lated, an offset with the peak of the R wave on ECG was determined. Once pressure and
volume were synchronised with each other through the ECG, a pressure-volume (PV) loop

was plotted. An example of this is shown in Fig. 8.
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Figure 8: Result of pressure — volume data synchronisation for one patient. Once the pressure
and volume traces have been synchronised in time (a), a PV loop can be plotted (b).

2.3.4 Windkessel Model

The Windkessel model was fit directly to PV data. Using the pressure transient during the
ejection phase as an input, the corresponding ventricular volume was calculated by integrating

17



the the three-element Windkessel model ODE (Eq. 8) and the relation of outflow U to ven-
tricular volume U = —‘2—‘:. These equations were solved numerically using the ODE integrator
from the SciPy (http://www.scipy.org/) scientific Python library.

The three parameters of the Windkessel model were fitted by calculating a residual be-
tween the simulation and clinical volume trace. This residual was the /> norm of the errors
between the simulation and clinical volume transients, augmented by additional constraints on
the ejection fraction and duration of ejection. Importantly, a constraint forcing retrograde flow
at the end of ejection was introduced. This ensured physiological behaviour in the full coupled
model of electromechanics at the end of ejection, when such a flow reversal is detected and
the simulation moves to the IVR phase. An example of a model fitted using the augmented

constraint can be seen in Fig. 9.
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Figure 9: Example of a Windkessel model simulation with parameters fitted using the im-
proved cost function enforcing the prediction of retrograde flow at the end of ejec-
tion. As can be seen on the simulated volume trace (a) and PV loop (b), the model
predicts the flow of blood back into the ventricle from the aorta, as indicated by the
dashed line. This reverse flow is not seen in a real heart cycle, as the aortic valve
closes to prevent retrograde flow, and the heart enters the isovolumetric relaxation
phase.

The Windkessel model parameters and the time of the start of ejection were fitted to the
clinical volume trace with a combination of parameter sweeps and local refinement using the
implementation of the downhill simplex algorithm in the SciPy scientific Python library. We

ran a large set of optimisations from different initial guesses, which were chosen using a full
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factorial experimental design.

Using this approach, Windkessel model parameters were fitted for the LV, taking around
15 minutes per case using a single core on a workstation computer. RV parameters were not
personalised due to the lack of available pressure data, so were defined relative to the LV
parameters using ratios sourced from canine and porcine experiments [29—31]. These ratios
were 0.35 for Z, 0.125 for R and 4.5 for C.

2.3.5 Tissue Stiffness

As introduced in Section 1.2.1, the modified Guccione constitutive law by Omens et al. [11]
has 4 parameters, C; to C4, which govern the material’s passive deformation. We did not
have enough data to uniquely constrain the constitutive parameters, so instead assumed fixed
anisotropy ratios based on previous experimental measurements in order to improve the iden-
tifiability of the parameter estimation [12]. These ratios were fixed at C; = %CQ and C4 = ;11C2.

This allowed us to recast the strain energy function (Eq. 5) as
W =C(e"? - 1) (9a)

where C = C; and
Q=E;+3(EL+EL +EL+ Ep )+ EL, (9b)

We then only needed to fit the two remaining parameters C and «. This was achieved by
fitting the LV pressure-volume relationship to clinical data in late diastole, when the myocar-

dium is assumed to be quiescent and we can neglect the effects of active tension.

Personalised Reference Geometry

In Section 2.1 we generated a patient specific model geometry based on the end diastolic
state. However, when modelling cardiac deformations we require an unloaded, or stress free,
geometry. To account for the non-zero end diastolic pressure load, we performed a deflation
step to estimate the stress free configuration.

A reformulation of the finite element equations as described in [32] was used to calculate the
reference state from a deformed state. In this formulation, the residual function was posed in
terms of the reference state rather than the deformed state, which was then solved numerically.

Imposing the base plane boundary conditions introduced in Section 1.2.3, the reference state

was calculated using the above method. Pressure data was only available for the LV so RV

19



pressure was approximated as 50% of the LV pressure. This was based on the ratio of diastolic
pressures in the two ventricles recorded in canine experiments [33, 34] and in the clinic [35].
The solved reference configuration depended on the tissue stiffness parameters, so this step

must be repeated for each stiffness we examine while fitting.

Passive Inflation

Calculation of the passive pressure-volume relationship for the ventricles was done by a pas-
sive inflation simulation. Starting from the reference state, we increased the cavity pressure in
0.2 kPa increments up to the end diastolic pressure. At each pressure level, the volume of the
ventricle cavities was calculated, and the resulting pressure-volume relationship was recorded
for later analysis. All reference state and subsequent passive inflation simulations were run

using CMISS on a workstation computer, using 4 cores.

Parameter Fitting

To fit the constitutive law parameters in Eq. 9, we ran parameter sweeps on C and @. For
each sampled pair of parameters, we calculated the associated reference configuration, and
ran a passive inflation simulation up to the end diastolic state. A cost function was evaluated
which sampled the PV relationship uniformly between 95% and 100% of the end diastolic
volume, and computed the /> norm of the difference between the clinical and simulated pres-
sures. We also included a constraint to enforce a minimum LV cavity volume in the reference
configuration of Vs, the volume at 50% ejection (5 Vive + 3 Vivr)-

A 5 x5 full factorial parameter sweep on C and o was run, with values evenly spaced on
the ranges 10 kPa to 20 kPa and 10 to 20 respectively. If a suitable match was not found on the

first sweep, extensions or refinements of the sweep were run.

2.3.6 Active Tension

Active tension model parameters were fitted to the clinical pressure and volume data. Using
the setup described in Section 1.2.4, simulations of cardiac electromechanics were run for
given sets of active tension parameter values. The simulations each generated a file with
ventricle pressures and volumes over time, facilitating a comparison with clinical data such as
that seen in Fig. 10.

Note that the difference in clinical and simulated volumes in the first 150 ms in Fig. 10b

is to be expected, as during this period the LV is still in diastole. Since we simulated only a
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Figure 10: Comparison of clinical and simulated (a) pressure transients, (b) volume transients
and (c) corresponding PV loops.

single beat, the LV was placed in its end diastolic state at # = 0, and remained quiescent for
some time due to the dyssynchronous contraction of LBBB. The simulation was terminated at

the end of IVR as diastolic passive filling does not affect the calculated cost function for active

tension model fitting.

Cost Function Design

A cost function was developed based on the calculation of metrics describing geometrical
features of the pressure and volume transients. The cost function targeted global features of
the pressure and volume transients as a naive /> norm of the difference between simulated and
clinical transients was found to be overly sensitive to specific features, for example the early
upstroke of the pressure transient. The calculated metrics, as seen in Fig. 11, were defined
in a sufficiently robust way so that the same algorithm could be applied to both clinical and
simulation data.

Our ‘geometric’ cost function combined these metrics {p;} together using the fractional

difference of the simulation value with the clinical value to mitigate the effect of very different
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Figure 11: Calculated metrics used in the ‘geometric’ cost function. From the pressure tran-
sient (a), peak pressure and peak % on the upstroke were calculated, in addition
to upstroke and downstroke times, starting and finishing from the time at which
pressure was 5% between the starting pressure and peak pressure. On the volume
transient (b), ejection fraction and time were calculated, similarly starting from
the time of 5% ejection.

magnitudes. It was computed as
R, = |Ir] (10a)

where I _
clinica Sim

Pi i (10b)

rp = Wi —
clinical
p;

and {w;} are a set of weights that were manually adjusted to prioritise features deemed more

important. The weights used are given in Tab. 2.

Table 2: Component weights {w;} of the ‘geometric’ cost function (Eq. 10). Residual compo-
nents are those shown in Fig. 11.

Component Weight w
Peak Pressure 5.0
Upstroke Time 1.0
Downstroke Time 1.0
Peak % 1.0
Ejection Fraction 5.0
Ejection Time 5.0

It was found necessary to add an additional constraint to the cost function, including pres-
sure data from paced activation modes. Models fitted without this data exhibited a good fit
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at sinus rhythm, but failed to show any significant change on pacing. To bring our models
to parameter values replicating the response of the heart to pacing, simulations of contrac-
tion under standard biventricular (BiV SIM) pacing were run and the acute haemodynamic

response (AHR) calculated. AHR is computed as

dP dP
max dt lpaced max dt |baseline

AHR =

(11)

dP
max dt Ibaseline

where max‘fl—f is the peak rate of change of pressure on the upstroke, as seen in Fig. 11. We

posed a response cost which was again the fractional difference between simulation and clini-

cal data
= AHRclinical - AI_IRsim (12)
AHRclinical
and combined it with the geometric cost R, to reach the full cost function
R=aR, + (1 -a)R, (13)

with the new parameter a providing control over the relative weights of the geometric and

response costs.

Parameter Sweeps

Of the 7 parameters in the active tension model (see Section 1.2.2 for details), 6 were fitted to
clinical data (specifically Ty, t,0, t4, tmax> d4 and ag), while a; was fixed to an experimentally
validated value of 0.7 [36].

We sampled the parameter space using Latin hypercube sampling (LHS) [37]. LHS designs
have an advantage over more conventional full factorial designs in that they provide a good
coverage of all parameters’ ranges, and also have an advantage over simple random sampling
as they ensure a more homogeneous sampling density. LHS also offers the practical advantage
that the number of samples is independent of the dimensionality of the parameter space.

Fitting of the active tension model was done using an iterative approach. Initial sweeps with
150 samples were run using the parameter ranges given in Tab. 3, with later narrower sweeps

refining the search.
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Table 3: Initial active tension parameter sweep ranges using the LHS design.

Parameter Range Units
Ty 80 — 200 kPa
1.0 10 - 100 ms
ty 80 — 150 ms

Tmax 450 - 600 ms
as 200 — 1000  ms
ag 3-17 1

2.3.7 Validation

Once the fitting processes outlined in this section were completed, validation was performed
by checking for agreement between the simulated deformation of the heart at sinus rhythm
and the pre-implantation cine MRI.

Short axis cine MRI stacks were registered with the model geometry using the embedded
scanner orientation information. An image slice half way between the apex and base was se-
lected for comparison with simulation results, and a tissue boundary contour was generated
from the model in the same plane and overlayed on the image. Frames were then generated
at 100 ms intervals, and a visual comparison done to validate that the model accurately repro-

duced ventricular deformations at sinus rhythm.

2.4 Ensuring Uniqueness of Fit

As our computational model of cardiac electromechanics has a large number of parameters
and inputs, we must be careful to ensure a unique fit to model data when performing the
model personalisation. The necessary complexity of the model results in a large and nonlinear
parameter space within which it is not feasible to guarantee uniqueness. Our personalisation
approach therefore exploits the ability to separate several parts of the model and fit them to
different data or phases of the heart cycle. As explained in this supplement, tissue conductivity
is fitted using ECG data (Section 2.2.5), the Windkessel model is fitted using pressure and
volume transients during ejection (Section 2.3.4), passive tissue stiffness is fitted using the
late diastolic pressure-volume relation (Section 2.3.5), and the model of active contraction is
fitted to systolic pressure and volume transients (Section 2.3.6). This targeted use of data with
the components for which they have greatest relevance increased our capacity to achieve a

constrained parameter set.
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Furthermore, our approach focuses on fitting those parameters that are pertinent to our
application. Where data was insufficient to personalise all model parameters, values were
determined using literature based measurements or ratios to other parameters in order to ensure
a unique fit. This was the case for the anisotropy ratio of the tissue conductivity o/o ¢ (Section

2.2.5) and the sarcomere length ratio at which no active tension is generated a; (Section 2.3.6).

Acronyms

AHR  acute haemodynamic response

CARP Cardiac Arrhythmia Research Package
CMISS Continuum Mechanics, Image analysis, Signal processing and System Identification
CRT  cardiac resynchronisation therapy

CS coronary sinus

ECG electrocardiogram

ECHO echocardiogram

HPC  high performance computing

HRA  high right atrium

IvC isovolumetric contraction

IVR isovolumetric relaxation

LBBB left bundle branch block

LHS  Latin hypercube sampling

LV left ventricle

MRI  magnetic resonance imaging

NCM non-contact mapping

ODE ordinary differential equation
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QRSd QRS duration

RV

RVA

SA

right ventricle
right ventricle apex

sinoatrial

ShIRT Sheffield Image Registration Toolkit
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